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11. TREE REARRANGEMENT 

In a dynamic multicast session, it is significant to ensure that 
member join/leave will not disrupt going on multicast session, 
and the multicast tree after member join/leave will still remain 
near optimal and gratify the QoS requirements of all on tree 
receivers.  

12. CORE AND TREE MIGRATION 

Another worth of tree maintenance is in core-based 
multicasting, where core selection is a vital problem because 
the location of the core influences the tree cost and delay. The 
quality of the tree based on the current core may get worse 
over time due to dynamic join and leave of members. 

13. CONCLUSION 

In this paper we first outline the different issues in multicast 
communication through tracing the life cycle of a multicast 
session. Then we spotlight on two key issues: managing group 
dynamics and failure recovery. These issues have a profound 
impact on QoS multicast routing and the QoS veteran by the 
end user. 
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